Section 11, 11/11/19

Generalized Likelihood Ratio Test (GLRT) (page 339)

In cases where we are testing a simple vs composite hypothesis, we can resort the Generalized Likelihood
Ratio Test. Consider

H0:0:90
H1:07é90

Given a set of observations X = (X1,..., X, ) We evaluate the ratio of likelihoods

 _ F(X16o)
AT = maxgeo f(X]6)

The numerator is simply the likelihood at the null hypothesis parameter. The denominator the likelihood at
the MLE, NOT the argmax of the parameters. The parameter space for the MLE is ©, specified by the
alternative hypothesis.

Example A

Testing a Normal Mean
Let X,,..., X, be i.i.d. and normally distributed with mean p and variance o2,

where o i1s known. We wish to test Hy: i = pp against Hy: i # g, where g 1s a
prescribed number. The role of @ is played by w, and wy = {uo}, @ = {lpe # pol,
and 2 = {—00 = u = o0},
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Since wy consists of only one point, the numerator of the likelihood ratio statistic
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For the denominator, we have to maximize the likelihood for i € €2, which is achieved

when p is the mle X . The denominator is the likelihood of X1, X2, ..., X, evaluated
with © = X:
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The likelihood ratio statistic is, therefore,

1 n . n .
A =exp (—m Z(Xi—#-o}'—Z(Xs—xIlz])
- i=1

i=1
Rejecting for small values of A is equivalent to rejecting for large values of

| R -
—2log A = = (Z(X;' — fo)” — Z[XJ — x}z)
i=l

i=l

Using the identity

Y (X — o)’ =) _(Xi =X +n(X — po)?
i=1

i=|

we see that the likelihood ratio test rejects for large values of —2log A = n(X —
,u:.:.}z,.r’crz. The distribution of this statistic under Hy is chi-square with 1 degree
of freedom. This follows, since under Hy, X ~ N(uo, c>/n), which implies that
V(X — pg)/o ~ N(0, 1) and hence its square, —2log A ~ 7. Knowing the null
distribution of the test statistic makes possible the construction of a rejection region
for any significance level «: The test rejects when

H —
;(x — o)’ > xi(@)

Again using the fact that a chi-square random variable with 1 degree of freedom is
the square of a standard normal random variable, we can rewrite this relation to show
that the rejection region for the test is

X — pol = %ZIHKQJ m

Wilk's Theorem

Under appropriate smoothness conditions of the probability density, the null distribution of —2log A
approaches a chi-squared distribution with dim®; — dim®, degrees of freedom as n — oc.
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Notice that for the prior example, dim®; — dimBy = 1 — 0 = 1 degree of freedom as was shown.

Distributions Based on the Normal (page 193)

t-distribution

If Z ~ N(0,1)and U ~ x2 are independent, then Z/+/U /n follows a t-dist with n dof. By math,

_ T[(n+1)/2] 2\ —(n+1)/2
1) = v (1)

This distribution is symmetric about zero and as dof — oo, t-distribution — N (0, 1)

f-distribution

If U, V are independent chi-square random variables with m and n dof respectively, then W = [‘J//TT: follows

the F-dist with m and n dof F},, ,,.

chi-squared distribution

Let Z ~ N(0, 1), the standard normal distribution, then U = Z? is the chi-squared distribution with 1 degree
of freedom (dof), i.e. x3. This distribution is equivalent to I‘(%, %)

IfUy,Us,...,U, arei.i.d. chi-squared random variables with 1 dof, then V' = U, +. .. +U, ~ x2, the chi-
square dist with n dof, equivalent to T'(, %) as the sum of independent Gammas with the same A\ parameter

is also a Gamma with \. Also,

e E(V)=n
e Var(V)=n

and if U ~ x2,V ~ x2, are independent, thenU + V ~ x2,. ..
Theorem A:

The random variable X and the vector (X; — X, Xs — X, ..., X,, — X) of random variables are
independent.

Proof
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At the level of this course, it is difficult to give a proof that provides sufficient
insight into why this result is true; a rigorous proof essentially depends on geo-
metric properties of the multivariate normal distribution, which this book does not
cover. We present a proof based on moment-generating functions; in particular,
we will show that the joint moment-generating function

M(S,ﬁ,. "!-tn) = E{exp[ST‘l‘tl(Xl _T}_F “‘I‘tu(xn _T)]}

factors into the product of two moment-generating functions—one of X and the
other of (X; — X)..... (X, — X). The factoring implies (Section 4.5) that the
random variables are independent of each other and is accomplished through
some algebraic trickery. First we observe that since

ZH:I,-(X,- —T} = ii‘,-)i,- = ﬂff

i=1 i=1

then

E-]
=

I
8
Loy

where

Furthermore, we observe that

n
E a;, =8

iﬂ? = S; +Zﬂ:(n -1y
i=1

Now we have

M(s . t.....th) = Mxr..x‘({lh ceealy)
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