
Section 11, 11/11/19  

Generalized Likelihood Ratio Test (GLRT) (page 339)  

In cases where we are testing a simple vs composite hypothesis, we can resort the Generalized Likelihood
Ratio Test. Consider

Given a set of observations  We evaluate the ratio of likelihoods

The numerator is simply the likelihood at the null hypothesis parameter. The denominator the likelihood at
the MLE, NOT the argmax of the parameters. The parameter space for the MLE is , specified by the
alternative hypothesis.

Example A  
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Wilk's Theorem  

Under appropriate smoothness conditions of the probability density, the null distribution of 
approaches a chi-squared distribution with  degrees of freedom as .
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Notice that for the prior example,  degree of freedom as was shown.

Distributions Based on the Normal (page 193)  

t-distribution  

If  and  are independent, then  follows a -dist with  dof. By math,

This distribution is symmetric about zero and as dof , -distribution 

f-distribution  

If ,  are independent chi-square random variables with  and  dof respectively, then  follows

the -dist with  and  dof .

chi-squared distribution  

Let , the standard normal distribution, then  is the chi-squared distribution with 1 degree
of freedom (dof), i.e. . This distribution is equivalent to .

If  are i.i.d. chi-squared random variables with 1 dof, then , the chi-
square dist with  dof, equivalent to  as the sum of independent Gammas with the same  parameter

is also a Gamma with . Also,

Var

and if ,  are independent, then .

Theorem A:  

The random variable  and the vector  of random variables are
independent.

Proof  
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